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a b s t r a c t 

Knowledge of human ethnicity constitutes important biometric information. An automated ethnicity clas- 

sification is a good first step in facial analysis. However, most ethnicity classification methods require 

a complex feature extraction and model training process. We propose a novel ethnicity classification 

method based on the analysis of facial landmarks in Kendall shape space. Facial features with differ- 

ent relative positions have a close relationship with ethnicity. Facial landmarks can represent positions 

of facial features. We build a Discrete Landmarks Model (DLM) based on facial landmarks and construct 

an ethnicity classification model based on the DLM analysis. The clear advantages of our method are that 

it is fully automated; requires no complex data preprocessing, feature extraction or a complex training 

process; results in a fast and accurate classification process. We estimate the effectiveness of our method 

experimentally, using public databases such as Texas3D, FRGC2.0, BU-3DFE and BU-4DFE. On average, our 

method can achieve a 95% ethnicity classification rate with each classification attempt in 2.0 s. 

© 2019 Elsevier B.V. All rights reserved. 
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1. Introduction 

Ethnicity attributes of humans provide important information

for anthropology research and automated analysis of facial data.

Humans normally rely on vision to recognize ethnicity. However,

ethnicity classification in an automated framework is challenging

when using 2D images. This is caused by the 2D imagery-based

ethnicity classification process being affected by numerous factors

such as illumination, use of make-up and variations in head poses.

In comparison, an ethnicity classification process based on 3D fa-

cial data can achieve more accurate results. It is robust to tex-

ture variations. Our ethnicity classification framework uses 3D fa-

cial data. Certain challenges arise when building an automated eth-

nicity classification framework using such data: the data quality

is limited by various kinds of 3D scanning equipment; a raw 3D

scanning data reconstruction process generally requires manual in-

tervention; and feature extraction based on mesh analysis is com-

plex. 

To overcome such challenges, we propose a novel automated

ethnicity classification method based on 3D facial landmarks data.

The advantages of our method are clear. First, facial landmark de-

tection has been studied for many years, resulting in numerous
� Editor: Prof. S. Sarkar. 
∗ Corresponding author 
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ature algorithms [26,32] . Second, with the development of binoc-

lar cameras, 3D facial landmark data can be easily computed by

ombining 2D facial landmarks. Finally, we solely use positions of

D landmarks to build the classification model, without reliance

n 2D imagery or 3D surface information. Hence, the feature ex-

raction process in our method is extremely concise. The relative

ositions of facial features can be measured by 3D landmarks. In

ummary, ethnicity classification can be performed via 3D land-

arks modeling and measurement. 

Our method includes three steps: detection of 3D landmarks,

onstruction and measurement of the Discrete Landmarks Model

DLM), and Discrete Landmarks Model-based clustering and classi-

cation. The framework is shown in Fig. 1 . In conclusion, the con-

ributions of our method are as follows: 

1. We propose a representation of 3D landmarks called the Dis-

rete Landmarks Model (DLM). The DLM can represent a distribu-

ion of facial features that has a close relationship with human per-

eption of facial data. 

2. We propose a measure for DLMs in the Kendall shape space.

he DLMs are embedded in the Kendall shape space. The differ-

nce between different DLMs can be represented by geodesic dis-

ances in the space. The measure result is robust to facial expres-

ions, which is based on the DLM reconstruction. 

3. We propose an ethnicity classification method based on the

LMs’ measures. The classification process does not require com-

lex feature extraction or data training. The classification process
s fast. 

https://doi.org/10.1016/j.patrec.2019.10.035
http://www.ScienceDirect.com
http://www.elsevier.com/locate/patrec
http://crossmark.crossref.org/dialog/?doi=10.1016/j.patrec.2019.10.035&domain=pdf
mailto:wangxingce@bnu.edu.cn
https://doi.org/10.1016/j.patrec.2019.10.035
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Fig. 1. The pipeline for constructing the ethnicity classifier. 
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Fig. 2. Examples of various methods for detecting facial landmarks (A: 2D facial 

landmarks detection; B: a 3D representation of 2D landmarks on a 3D surface; C: 

detection of 3D facial landmarks directly from a 3D facial surface). 
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The remaining parts of the paper are organized as follows. In

ection 2 , we review the related work on facial classification and

acial landmark models. In Section 3 , we illustrate 3D landmarks

etection in different types of facial data and construct the DLM.

n Section 4 , we propose a measure for a DLM in the Kendall shape

pace and cluster the DLMs to create an ethnicity classification

ramework. In Section 5 , we apply our method to publicly avail-

ble facial databases, Texas3D, FRGC2.0, BU-3DFE and BU-4DFE. 

. Related works 

Facial classification has been studied for many years. The clas-

ification tasks include identifying the subject’s ethnicity, gender,

ge and facial expressions. The methods of gender and ethnicity

lassification research can be divided into two parts: texture-based

nd geometric feature-based. 

A classification framework using a texture-based approach re-

ies on texture information from a 2D facial image. The classifi-

ation framework extracts features from facial images to build a

lassifier. The relevant image features include binary features [1] ,

iologically-inspired features [2] , demographic features [3] , the Ga-

or filter process features [4,5] and local binary patterns (LBP) [6–

] . The classical learning frameworks that are also required to an-

lyze features include Support Vector Machine (SVM) [9,10] , Lin-

ar Discriminant Analysis (LDA) [11] , Principal Component Analysis

PCA) [12,13] , random forest [8,13] , AdaBoost [14] and the convolu-

ional neural network (CNN) [15] . Using the texture information in

he classification task has several advantages: the source facial im-

ges can be obtained by readily available hardware; and it is easy

o build an analysis model using a large quantity of data and set

p online processing. However, the analysis of image features is af-

ected by certain factors, such as hair occlusion, extremes of light-

ng, motion blur and variations in head poses. 

Geometry-based approaches extract geometric features from fa-

ial data. In most cases, facial data are obtained from 3D imagery.

s a result, 3D facial data retain the full spatial information. Ge-

metric features include mesh features [16] , profiles and curva-
ure [17] , radial and isolevel curves [18,19,21] , 3D landmarks-based

eodesic distance [22] , symmetry properties [20] and correspon-

ence vectors [23] . Using geometric features in classification tasks

as robust to texture variations. However, 3D scanning equipment

s uncommon in everyday life. 3D data are difficult to obtain for

rdinary users. A mesh reconstruction was necessary to extract

eometric features of an accurate surface. The mesh reconstruc-

ion algorithms’ use of raw data also limits the widespread use of

eometry-based approaches. 

Generally, methods based on 3D geometric feature analysis can

chieve superior classification results. We construct an ethnicity

lassification framework by utilizing 3D facial landmarks data. De-

ection of facial landmarks has been studied for many years, us-

ng 2D imagery [32] and 3D facial surfaces [26,33–35] . Typically,

D scanning devices output 3D facial data together with the cor-

esponding 2D facial image. The position of each pixel in the 2D

mage corresponds to a related point in the 3D facial data. In our

ramework, we obtain positions of 3D landmarks from the map-

ing of landmarks’ positions. In Fig. 2 , we show examples of sev-

ral landmark detection methods. 
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Fig. 3. An illustration of a local coordinate system created from several landmarks. 

P 1 , P 2 , N 1 , N 2 are landmarks around the nose area. Q is the vector product of P 1 P 2 
and Q , which is computed by P 1 P 2 

∗N 1 N 2 . 
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3. Discrete Landmarks Model (DLM) 

Our ethnicity classification framework is based on 3D facial

landmarks data. Based on facial landmarks, the landmarks model

can be constructed, such as the Active Shape Model (ASM) [24] ,

the Active Appearance Model (AAM) [25] and the facial landmark

model (FLM) [26] . We construct a sample model, called the Dis-

crete Landmarks Model (DLM), of landmarks for facial data analy-

sis. The DLM is used to model landmarks in a way that is invari-

ant to rigid transformations in R 3 . The construction of the DLM in-

cludes three parts: (1) removal of translation, (2) removal of scale,

and (3) rotation alignment. Eqs. (1) –(3) show the construction of

the DLM. 

F = { x 1 , . . . x k } , x B ∈ F ; L = { v 1 , . . . v k } , v i = x i − x B (1)

In Eq. (1) , F is the set of facial landmarks, while x B is the bench-

mark of F . The benchmark is used to normalize locations of land-

marks on different faces. We select the nose tip landmark as the

benchmark. L is the set of vectors of all landmarks relative to

the benchmark. As a result, we obtain the preliminary landmarks

model. 

s (L ) = 

( 

k ∑ 

i =1 

‖ 

v i ‖ 

) 

L s = 

{
v ′ 1 , . . . v 

′ 
k 

}
, v ′ i = 

v i 
s ( L ) 

, 

k ∑ 

i =1 

∥∥v ′ i 
∥∥ = 1 (2)

In Eq. (2) , s is the scale of L . Different scales of L influence

the analysis of relative positions of facial features. The landmarks

model should have a standardized scale. To remove the scaling fac-

tor, we divide each vector in L by s . The result is the new land-

marks model L s . The scale of L s is unitized, while the relative posi-

tions of vectors in L remain unchanged. 

L sr = { T (v ′ 1 ) , . . . , T (v ′ k ) } (3)

In Eq. (3) , we obtain L sr , the final representation of the DLM.

The vectors in L s are still affected by the rotation factor. We intro-

duce a transform function T to remove rotation from the landmarks

model. Function T is a coordinate transformation based on a local

coordinate system. We select the landmarks around the nose to

build the coordinate system which is robust to facial expressions.

Fig. 3 shows an example of a local coordinate system. 

4. Ethnicity classification framework 

The DLM is used to represent relative positions of facial features

in 3D facial data. Our ethnicity classification framework is based

on the DLM. The framework includes three steps: DLM reconstruc-

tion, DLM measurement and the classifier construction. The influ-

ence of facial expression should be removed from DLM. The DLM
econstruction is used to reduce such influence. The measurement

f DLM is computed in the Kendall shape space [30,31] . Based on

he DLM measurement, the Ethnicity classifier is constructed. 

.1. DLM reconstruction 

The influence of expressions should be considered for DLM

easurement. We propose DLM reconstruction to reduce the ex-

ression influence. The DLM reconstruction can be regarded as

inear optimization process. Based on a template facial database,

e achieve a reconstruct DLM to match the original DLM, which

ave removed the facial expression. Following two optimization di-

ections (identity and expression), the linear optimization process

ynthesis the reconstruct DLM. In Eq. (4) , we show the linear opti-

ization process. 

F t = { L sr ( f 11 ) , . . . , L sr ( f nn ) } 
L sr (a ) i = linear { L sr (a ) , [ L sr ( f i 1 ) , . . . , L sr ( f in ) ] } 
L sr (a ) i j = min { L sr (a ) i , i ∈ [1 , n ] } (4)

F t represents the DLM set from template facial database. f ij is

he facial data in the database, i represents the index of expression,

 represents the index of identity. L sr ( a ) i is the linear optimization

esult of L sr ( a ) from the DLM subset, which have same expression

ndex. L sr ( a ) ij is the final linear optimization result. The L sr ( a ) ij can

e regarded as the DLM reconstruct result. To remove the influence

f facial expressions, we adjust the weight of optimization result

o neutral expression index. In Eq. (5) , we show the expression re-

ove process. w i is the weight of optimization result. The expres-

ion index u represents the neutral expression index. We use the

 sr ( f un ) to replace L sr ( f in ), the influence of facial expression can be

emoved. L sr ( a ) new 

is the final DLM after reconstruction. 

L sr (a ) i j = w 1 L sr ( f i 1 ) + . . . + w n L sr ( f in ) 

L sr (a ) new 

= w 1 L sr ( f u 1 ) + . . . + w n L sr ( f un ) (5)

.2. DLM measurement 

Based on the reconstruct DLM, we propose the DLM measure-

ent. In Kendall’s theory, the shape of a set of discrete points can

e measured by the geodesic distance in the manifold space called

he Kendall shape space. We use the corresponding equation to ob-

ain the DLM measurement. 

( L sr (a ) , L sr (b))) = arccos ( L sr (a ) new 

· L sr (b) new 

) (6)

In Eq. (6) , a and b represent the facial landmark sets derived

rom two different facial samples. L sr ( a ) and L sr ( b ) are DLM forms

or a and b , respectively. In the DLM construction, the influence

f symmetry transformation group (translation, scaling and rota-

ion) have been removed. The DLM set belongs to a submanifold

f the Kendall shape space. It can be thought of as a multidi-

ensional sphere. The geodesic distance between DLMs is the arc

ength in spherical coordinates. It is similar to an angle between

ectors in R 3 . According to Kendall’s theory, the transform of the

eodesic path between two DLMs in spherical coordinates can be

epresented by Eq. (7) . 

(k ) = 

1 

sin (θ ) 
( sin (θ (1 − k )) L sr (a ) + sin (θk ) L sr (b) ) θ

= d( L sr (a ) , L sr (b)) , k ∈ [0 , 1] (7)

The a ( k ) is the DLM along the geodesic path between L sr ( a )

nd L sr ( b ), while θ is the included angle between L sr ( a ) and L sr ( b ).

he result also represents the geodesic distance between L sr ( a ) and

 sr ( b ). Parameter k represents a position along the geodesic path. 
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Table 1 

Ethnicity classification rates in different local coordinate systems. C1:C(11,10,17,19), 

C2:C(7,4,17,19), C3:C(7,4,17,18), C4:C(1,0,17,19), C5:C(15,14,20,23). 

Ethnic group C1 C2 C3 C4 C5 

Asian 93.3% 91.1% 82.3% 83.3% 79.2% 

Non-Asian 97.7% 95.5% 97.5% 92.3% 90.1% 

Average 95.1% 94.3% 94.1% 89.2% 87.5% 

Table 2 

Ethnicity classification rates of two facial landmarks detection methods applied to 

FRGC2.0 data. 

Ethnic group Shape Regression [35] DEST [32] Face ++ 

Asian 86.4% 98.3% 97.7% 

Non-Asian 75.7% 93.6% 92.6% 

Average 82.3% 95.4% 94.8% 

5

 

m  

l  

T  

t  

s  

T  

r  

i  

o  

d

 

b  

n  

a  

s  

o  

c  

w  

t  

c  

t  

n  

o  

a  

d

5

 

w  

o  

e  

w  

l  

[  

w  

R  

s  

c  

b  
.3. The ethnicity classifier construction 

Our ethnicity classifier is based on the measurement of DLMs.

ased on the anthropology, the similarity of facial features is

losely related to ethnic background. The DLMs from the same sub-

lass have high probability of sharing the same ethnic background.

ased on the property,we construct the ethnicity classifier. First,

e cluster DLMs (by Frey and Dueck [27] ) from a facial database

o obtain a two-level structure. It is a tree structure used to orga-

ize DLMs. The DLMs in the structure are divided into several sub-

lasses. The clustering process is based on the DLM measurement.

econd, we design the ethnicity classification function according to

he DLM structure. The function is constructed by the analysis of

LMs in the respective subclass. 

 min ( L sr (t)) = { C i | C i ∈ S, min { d( L sr ( c i ) , L sr ( t ) ) } } . (8)

p ε ( L sr (t)) = 1 − min { d( L sr (t) , L sr ( c ε )) } ∑ e 
τ=0 min { d( L sr (t) , L sr ( c τ )) } , ε ∈ [0 , e ] . (9)

To perform ethnicity classification of a source DLM, we choose

he corresponding subclass in the DLM structure. The center DLM

f the subclass of interest has the smallest distance to the target

LM. In Eq. (8) , C i represents a subclass in the DLM structure, c i 
epresents the center DLM in C i and C min belongs to the set of

 i . C min is the value of C i with the minimum distance from the

ource DLM L sr ( t ) to the center DLM L sr ( ci ). The computation of

 min can be regarded as a preprocessing step for the ethnicity clas-

ification function. The classification function is based on the C min .

q. (9) shows the ethnicity classification function as a probability

epresentation. Parameter e represents the index of ethnic back-

rounds, ε represents the ethnic background for which we want

o compute the probability.The p ε represents the probability that

he ethnic background of L sr ( t ) is ε. Each DLM in C min is associ-

ted with data for an ethnic background τ . We classify the DLM

nto several groups by ethnic background. We compute the dis-

ance from the source DLM L sr ( t ) to DLMs in Cmin. Comparing the

istances, we obtain a set of DLMs with the minimum distance to

 sr ( t ) in different ethnic background groups. Using the set of DLMs,

e obtain the probability values of L sr ( t ) for all ethnic backgrounds.

he ethnic background with the largest value of p is the final clas-

ification result. 

. Experiments 

We apply our ethnicity classification method to data from four

ublic facial databases, Texas3D [36] , FRGC2.0, BU-3DFE [37] and

U-4DFE [38] . Texas3D includes 1149 scans of 117 individuals, fea-

uring different facial expressions and accompanied by landmark

nformation. We choose 212 facial data of 106 persons to con-

truct the training set and other facial data(about 900 scans) to

reate the testing set. FRGC2.0 is a large facial database of more

han 500 individuals and 4000 scans. The facial data in FRGC2.0

re not registered and have no landmark information. The facial

cans in FRGC feature various facial expressions. We select 367 ∗3

cans of 367 individuals(the facial data in Fall2003) as the train-

ng set, and other facial data(about 2200 scans) of the database as

he testing set. BU-3DFE is a facial expression database with accu-

ate facial attribute information(7 expressions with 4 level, 6 eth-

icity groups). BU-4DFE is another facial expression database with

ontinuous sampling data. For BU-3DFE, we select 7 samples (7

xpressions with level 2) from each person to construct training

et and other facial data of the database as the testing set. For

U-4DFE, we select 18 samples from each person (6 expressions

3 samples) to construct training set and other facial data of the

atabase as the testing set. We use facial database facewarehouse

o be the template facial database for DLM reconstruction. 
.1. Ethnicity classification of Texas3D data 

The facial data in Texas3D include 25 manually selected land-

arks of different facial features. We build the DLM directly from

andmarks’ positions. The facial data in Texas3D are not registered.

he local coordinate systems used by different landmarks affect

he DLM measurement. We obtain different DLM clustering re-

ults for Texas3D data by using different local coordinate systems.

he local coordinate system is created from four landmarks, rep-

esented by C ( a, b, c, d ) (with a, b, c, d representing the landmark

ndices). Using the landmark index, we obtain the global point co-

rdinates a ( x, y, z ), b ( x, y, z ), c ( x, y, z ) and d ( x, y, z ). The local coor-

inate system is constructed from the global point coordinates. 

x local = a (x, y, z) − b(x, y, z) 

y local = c(x, y, z) − d(x, y, z) 

z local = x local × y local 

The landmarks in the local coordinate system should be ro-

ust to facial expressions. We select the landmarks around the

ose area. The reason for this choice is that positions of landmarks

round the nose area are less affected by facial expressions. We

elect different combinations of landmarks to build the local co-

rdinate systems. The clustering results also depend on the local

oordinate system being used. Fig. 4 shows the facial data together

ith landmark indices in Texas3D and receiver operating charac-

eristic curve (ROC) for the ethnicity classifier based on different

lustering results. Table 1 shows the classification rate. We choose

he clustering result with the best ROC curve to construct the eth-

icity classifier. The classification results show that the local co-

rdinate system should be constructed based on facial landmarks

round the nasal region. We select the C1 to construct local coor-

inate system in our classifier. 

.2. Ethnicity classification in FRGC2.0 

The facial data in FRGC2.0 include various facial expressions

ithout the accompanying facial landmarks. The point cloud

f facial data is not registered. Detection of landmarks influ-

nces the classification rate. We compare the classification rate

ith three landmarks’ sets: 3D shape regression [35] with 14

andmarks, One Millisecond Deformable Shape Tracking (DEST)

32] with 68 landmarks and Face ++ (business tool from Megvii:

ww.faceplusplus.com.cn) with 106 landmarks. Fig. 5 shows the

OC ethnicity classification results based on different landmarks’

ets. It shows that the performance of classification converges to

ertain landmarks’ set. In Table 2 , we show the classification rate

ased on different landmarks’ sets. The comparison of several ex-



30 C. Lv, Z. Wu and X. Wang et al. / Pattern Recognition Letters 129 (2020) 26–32 

Fig. 4. The left picture is Facial landmarks with index data from Texas3D. The selected landmarks surrounding the nose area are relatively robust to facial expressions. The 

right picture is Ethnicity classification ROC results obtained by using different local coordinate systems for the analysis of Texas3D data. 

Fig. 5. Ethnicity classification ROC results of two different landmarks detection 

methods applied to FRGC2.0 data. 

 

 

 

 

 

Table 3 

Ethnicity classification rate comparison of our method to earlier methods in 

FRGC2.0. 

Method Object Classifier Asian Non-Asian Average 

Zhang [7] 3D + 2D Adaboost 87.65% 82.36% 85.62% 

Ding [29] 3D + 2D AdaBoost 93.35% 89.49% 92.06% 

Huang [28] 3D + 2D Adaboost 94.13% 96.90% 95.45% 

Xia [21] 3D Random Forest 92.12% 88.67% 91.60% 

Our 3D Shape Space 97.30% 93.60% 95.40% 
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F  
isting methods to our method is shown in Table 3 . Some classifi-

cation methods extract facial features from 3D face surface and 2D

facial image. Some classification methods construct classifier based

on 3D mesh without texture information. The result shows that

our method can achieve better classification rate based on 3D land-

marks positions, which is robust to different texture information. 
.3. Ethnicity classification in BU-3DFE and BU-4DFE 

The facial data in BU-3DFE and BU-4DFE include various fa-

ial expressions with facial landmarks. The ethnicity labels are

ore accurate. In this part, we evaluate the classification perfor-

ance of our method for different ethnicity groups classification

asks. The different facial attributes (expression and gender) also

e considered seriously. For BU-3DFE, the facial data can be di-

ided into 4 ethnic groups: WH/BL/AE/IML (WH:White&Middle-

ast Asian, BL:Black, AE:East Asian, IL:Indian&latino-Hispanic). We

valuate the ethnicity classification performance for different fa-

ial data set with certain facial attribute(expression and gender).

n Table 4 , we show the classification rate for certain facial data

et from BU-3DFE. For BU-4DFE, the ethnicity labels do not exist

or each facial data. We label the ethnicity information manually.

o avoid the label errors, we delete the ethnicity classification task

or IML. In Table 5 , we show the classification rate for certain facial

ata set from BU-4DFE. 

.4. Summary and comparison 

We evaluate the classification rate in different facial databases.

or test in Texas3D, we evaluate the influence of local coordinate
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Table 4 

Ethnicity classification rate based on different groups in BU-3DFE. 

Ethnic 

group 

Facial expressions Gender 

Neutral Angry Disgust Fear Happy Sad Surprise Female Male 

WH 0.9801 0.9501 0.8783 0.9735 0.9513 0.9113 0.9018 0.982 0.919 

BL 0.9888 0.8722 0.8388 0.9222 0.9222 0.8111 0.8388 0.9171 0.944 

AE 0.9787 0.9456 0.9422 0.949 0.9803 0.95 0.9343 0.9763 0.9338 

IML 0.8933 0.8216 0.8416 0.8166 0.8066 0.91 0.86 – 0.89 

Average 0.95 0.91 0.89 0.93 0.95 0.92 0.91 0.96 0.92 

Table 5 

Ethnicity classification rate based on different groups in BU-4DFE. 

Ethnic 

group 

Facial expressions Gender 

Angry Disgust Fear Happy Sad Surprise Female Male 

WH 0.9522 0.922 0.963 0.9489 0.9365 0.9321 0.971 0.931 

BL 0.9122 0.913 0.9423 0.9411 0.8965 0.9211 0.923 0.946 

AE 0.9389 0.934 0.944 0.9756 0.9602 0.9313 0.963 0.935 

Average 0.932 0.923 0.9501 0.962 0.951 0.929 0.952 0.934 

Table 6 

Average ethnicity classification speed for data from several facial databases. 

Facial database Texas3D FRGC2.0 BU-3DFE BU-4DFE 

Average time 2.2S 2.6S 1.8S 2.9S 
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ystem. The local coordinate system should be constructed by fa-

ial landmarks which is robust to facial expressions. For test in

RGC2.0, we evaluate the influence of the different facial land-

arks detection in our method. The detection method based on

ombining 2D and 3D facial data obtain more accurate classifica-

ion rate. The entire process is automated and requires no manual

djustments. We also compare different classification methods in

RGC2.0. Although such methods can achieve high ethnicity clas-

ification rates when tested on publicly available facial databases,

he applications of such methods are additionally limited by the

eed for complex preprocessing and feature extraction. The fea-

ure extraction part of our method is simple, with the DLM mea-

ures obtained by a linear computation. For test in BU-3DFE and

U-4DFE, we evaluate the influence of different expressions and

enders for accurate ethnicity classification tasks. The classification

esults show that our method is robust to different facial expres-

ions and genders for accurate classification tasks. In our method,

he ethnicity classifier is constructed based on facial landmarks.

he computation of pre-process in our method is lower relatively.

able 6 shows the computation times of our ethnicity classification

ethod applied to different facial databases. 

. Conclusions 

We propose a novel automated ethnicity classification method

sing 3D facial landmarks. We construct a DLM representation

f facial landmarks to model the relative positions of facial fea-

ures. Subsequently, we measure DLMs in the mathematical man-

fold space called the Kendall shape space. The measurement of

LMs in this space is robust to rigid transformations. Using the

LMs measurement results, we cluster DLMs into different classes.

he ethnicity classification equation is constructed based on DLM

ubclasses. The full framework does not require complex prepro-

essing involving mesh reconstruction and feature extraction. The

andmarks are easily obtained by landmarks detection methods.

he DLMs measurement in the Kendall space involves an extremely

ast linear computation. Our method, without auxiliary 2D facial

extures, can achieve classification rates similar to those of multi-

odel feature-based methods. 
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